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Introduction  

 

Zabbix est une solution open-source de supervision réseau et systèmes qui permet 
de surveiller en temps réel l'état des infrastructures IT, des équipements réseau, des 
serveurs (physiques et virtuels), des bases de données, des applications et bien plus 
encore. Il fournit des tableaux de bord dynamiques, des alertes et des rapports 
détaillés pour garantir la disponibilité et la performance des systèmes informatiques. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

Rappel sur Qu'est-ce que Zabbix ? 

Zabbix est une plateforme open-source de supervision et de monitoring. Elle permet de 
surveiller : 

• Les systèmes d'exploitation (Windows, Linux, etc.). 
• Les services (DNS, Web, etc.). 
• Les équipements réseau (switchs, routeurs, etc.). 

 
Rôle principal : Centraliser les données de monitoring sur une interface graphique, 
déclencher des alertes et générer des rapports. 
 

Fonctionnement général 

• Zabbix Server : 
Composant central installé sur une machine dédiée (Ubuntu dans ce TP). 
Il collecte les données des hôtes supervisés (agents ou SNMP). 

• Zabbix Agent : 
Installé sur les machines à superviser (ex. : Windows Server et Ubuntu Server). 
Envoie des métriques au serveur Zabbix. 

• SNMP : 
Utilisé pour superviser des équipements réseau (ex. : switch Cisco). 

• Interface Web : 
Permet de visualiser les données supervisées (métriques système, alertes, etc.). 
 



Prérequis pour ce TP 

 

 

Installation et configuration de Zabbix Server 

Nous allons Télécharge Zabbix pour Ubuntu 22.04 depuis Zabbix Download avec :  
wget https://repo.zabbix.com/zabbix/6.0/ubuntu/pool/main/z/zabbix-release/zabbix-
release_6.0-4+ubuntu22.04_all.deb sudo dpkg -i zabbix-release_6.0-
4+ubuntu22.04_all.deb sudo apt update 

https://www.zabbix.com/download
https://repo.zabbix.com/zabbix/6.0/ubuntu/pool/main/z/zabbix-release/zabbix-release_6.0-4+ubuntu22.04_all.deb
https://repo.zabbix.com/zabbix/6.0/ubuntu/pool/main/z/zabbix-release/zabbix-release_6.0-4+ubuntu22.04_all.deb


 

Et maintenant configurer la base de données MySQL : 

sudo apt install mysql-server –y 

 
Pour la configuration de la base de données pour Zabbix : 
sudo mysql 
CREATE DATABASE zabbix CHARACTER SET utf8mb4 COLLATE utf8mb4_bin; 
CREATE USER 'zabbix'@'localhost' IDENTIFIED BY 'zabbix_password'; 
GRANT ALL PRIVILEGES ON zabbix.* TO 'zabbix'@'localhost'; 
FLUSH PRIVILEGES; 
EXIT; 

 
 



 
 
 
 
 
 
 
 
 
 
 
 
Démarrage de Zabbix  
 
Pour démarrer Zabbix, il faut d’abord :  
 

- Étape 1 : Installer Apache 

 
 
Activer et démarrer le service Apache 
sudo systemctl enable apache2 
sudo systemctl start apache2 
 

 
Vérification d’Apache :  



sudo systemctl status apache2 

 
- Vérifier l'installation des paquets Zabbix 

 
Liste les paquets disponibles pour Zabbix : 
apt-cache search zabbix 
 
Installe les paquets requis : 
sudo apt install zabbix-server-mysql zabbix-frontend-php zabbix-agent -y 

 
• zabbix-server-mysql : Serveur Zabbix. 
• zabbix-frontend-php : Interface Web Zabbix. 
• zabbix-agent : Agent Zabbix. 

 

- Après l’installation, démarre et active les services 

sudo systemctl restart zabbix-server zabbix-agent apache2 
sudo systemctl enable zabbix-server zabbix-agent 



 

 

 

 

 

 

 

Crée le fichier de configuration : 

sudo gedit /etc/apache2/conf-available/zabbix.conf 

 

 



Vérifier si les fichiers de Zabbix sont bien installés dans /usr/share/zabbix 

 

Installation de PHP  
sudo apt install php libapache2-mod-php -y 

sudo apt install php-mysql php-bcmath php-mbstring php-xml php-gd php-ldap -y 

 

Crée un fichier PHP pour vérifier les modules actifs : 



sudo nano /var/www/html/phpinfo.php  

Et on ajoute le contenu suivant 

 

 

 

On peut ouvrir http://172.31.19.54/zabbix sur n'importe quelle machine qui peut 
accéder au réseau de la VM Zabbix Server (172.31.19.54). 

Sur la vm zabbix-agent :   

 

Sur la vm zabbix_server  

http://172.31.19.54/zabbix


 

Apres nous avons des valeurs qui ne sont pas correcte car on obtient des NOK sur la 
partie droite du navigateur et peur corriger nous allons encore modifier les fichier de 
conf.  

D’abord les options suivantes dans le fichier et modifie-les comme :  

post_max_size = 16M upload_max_filesize = 2M max_execution_time = 300 
max_input_time = 300 memory_limit = 128M 

Puis dans sudo nano /etc/php/8.1/apache2/php.ini 

Je cherche et modifie les lignes suivantes pour qu’elles correspondent aux valeurs 
requises par Zabbix :  

post_max_size = 16M max_execution_time = 300 max_input_time = 300 

 



Et maintenant :  

 

 

PROBLÉMATIQUES RENCONTRÉES & SOLUTIONS APPLIQUÉES 

Lors de la configuration via l’interface Web, on a eu l’erreur suivante : 

Cause : 

• La base de données n’avait pas été correctement importée. 
• L’utilisateur zabbix n’avait pas les bons droits d’accès. 

Solution appliquée : 



Supprimer et recréer la base de données proprement : 

 
Importer correctement les fichiers SQL nécessaires pour que la base Zabbix soit 
complète : 

 
Vérifier si toutes les tables sont bien présentes : 

 
Démarrage Zabbix Server redémarrage des services  



  
 

 

 

 

Et puis on passe à l’étape suivante de la configuration de l’interface graphique  

 



 

 



 
 
 
 

Supervision de la machine Windows Server 

Sur la machine Windows Server 2016 (IP : 172.31.19.56) 

Téléchargement et installation de l’agent Zabbix pour Windows : 

 



 

Ouvrir le dossier d'installation de Zabbix Agent : 

Depuis l'explorateur de fichiers, accède au dossier où on a extrait l'agent Zabbix. Dans 
mon cas, c'est le dossier zabbix_agent-5.0.1-windows-amd64-openssl. 

Localiser le fichier zabbix_agentd.conf : 

Le fichier zabbix_agentd.conf se trouve dans le dossier conf. 

Modifier zabbix_agentd.conf : 

Dans le fichier, voici les modifications :  
 

• Server : L'IP de mon serveur Zabbix (172.31.19.54). 

 
• ServerActive : également l'IP de mon serveur Zabbix pour la communication 

active (172.31.19.54). 



 
• Hostname : le nom de mon hôte, dans mon cas RT-win2016. 

 

 

Redémarrage de la vm Zabbix_server :  

 
Puis ajouter la machine dans l’interface Web de Zabbix :  

Dans l’interface Web de Zabbix, on va dans Configuration > Hôtes et ajoute l'hôte 

 



 

.\zabbix_agentd.exe --config "..\conf\zabbix_agentd.conf" --install 

 

Explication : 

• .\zabbix_agentd.exe : Exécute le fichier depuis le répertoire actuel. 
• --config "..\conf\zabbix_agentd.conf" : Indique le fichier de configuration, qui se 

trouve dans le dossier conf (un niveau au-dessus du répertoire bin). 
• --install : Installe le service Zabbix Agent. 

 

L'installation de Zabbix Agent sur Windows a réussi. 

 

 

 

 

Démarrer Zabbix Agent 

Cette commande démarre le service Zabbix Agent qui a été installé précédemment. 

Une fois démarré, Zabbix Agent commence à collecter et envoyer des données au 
serveur Zabbix (statut système, utilisation CPU/RAM, logs, etc.). 
 

Configurer pour s’exécuter au démarrage et vérifier si le service fonctionne 
correctement 

Running, tout est bon ! 

Installer la fonctionnalité "Sauvegarde Windows Server" 



Il faut configurer et installer Windows server tout en veillant à coche "Sauvegarde 
Windows Server" : 

 

 

 



 

Étape 4) Configurer le pare-feu de Windows pour l'agent zabix 

Autoriser le protocole ICMP (Ping) 

Cela permet à mon serveur Zabbix de tester la connectivité avec mon Windows 
Server en utilisant ping et de signaler d’éventuelles erreurs réseau. 

netsh advfirewall firewall add rule name="ICMP Autoriser la demande d'écho entrante" 
protocol=icmpv4 dir=in action=allow 

 

 

 

 

 

 

Pour tester :  



ping RT-win2016 

 

Ouvrir le port 10050 pour Zabbix Agent 

L’agent Zabbix sur mon serveur Windows communique avec le serveur Zabbix via le 
port 10050/TCP. Nous devons donc autoriser ce port dans le pare-feu. 

netsh advfirewall firewall add rule name="Open Port 10050" dir=in action=allow 
protocol=TCP localport=10050 

 

Pour tester :  

netsh advfirewall firewall show rule name="Open Port 10050" 

 

 

 

 

 

Vérifier si l'agent Zabbix écoute bien sur le port 10050 

netstat -an | findstr 10050 



 

À ce stade, nous avons réussi à installer et configurer l'agent zabbix sur le système hôte 
Windows. L'agent de zabix doit envoyer des métriques système au serveur de zabbix. 
Allons-y maintenant et voyons comment vous pouvez ajouter l'hôte Windows sur le 
serveur zabix. 

 

 

 

 

Pour graphiquer les métriques associées au système hôte Windows, cliquez sur « 
Monitoring » « 'S'Hôtes '. Cliquez sur l’hôte Windows et sélectionnez « Graphiques ». 

Et là nous pouvons surveillez ! Analyser ! Superviser !  



 

Analyses de graph de la vm windows  

 

 
Ce graphique mesure la longueur moyenne de la file d'attente des lectures disque 
sur le disque C : de ton serveur RT-win2016. Il indique combien de requêtes de lecture 
sont en attente sur le disque. 

Interprétation des données : 

La valeur est faible (≈ 0.00035 en moyenne), ce qui signifie que ton disque n'est pas 
surchargé et traite bien les requêtes. 
 

Ce graphique montre le temps d'attente moyen des requêtes disque (read et write) 
sur le disque C: de ton serveur RT-win2016. Plus ce temps est élevé, plus les 
opérations disque prennent du temps à s'exécuter. 



Interprétation des données : 

• Temps moyen de lecture : 0.043 ms (vert) → Très rapide, pas de 
ralentissement. 

• Temps moyen d'écriture : 0.096 ms (rouge) → Léger pic, mais encore normal. 
• Pic maximum d'attente : 0.24 ms → Il y a eu un moment où l'écriture a pris un 

peu plus de temps, mais ce n’est pas alarmant. 
• Déclencheurs actifs (Triggers) : 

Un seuil a été défini pour signaler si le temps d’attente dépasse 0.02 ms, ce qui est très 
bas. 
 

Ce graphique montre les taux de lecture et d'écriture disque sur le disque C: de ton 
serveur RT-win2016, exprimés en requêtes par seconde (r/s pour lecture, w/s pour 
écriture). 

 

 

 

 

 

Interprétation des données : 

• Lecture disque (vert) : 
Moyenne : 0.1411 r/s → Très faible, peu d’activité en lecture. 
Maximum : 0.5249 r/s → Un léger pic, mais toujours bas. 

• Écriture disque (rouge) : 
Moyenne : 0.6869 w/s → Plus d’activité en écriture qu’en lecture. 
Maximum : 0.9702 w/s → Une pointe d’activité, mais rien d’anormal. 

• Tendance : 
Les écritures (w/s) sont plus fréquentes que les lectures. 



Un cycle avec des périodes d’activité plus élevée et d'autres plus calme. 

Conclusion : 

 Tout est normal, les accès disque sont modérés et ne montrent pas de surcharge. 

À surveiller si les valeurs explosent au-dessus de 100-200 r/s ou w/s, ce qui pourrait 
indiquer un usage intense du disque. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Superviser un service Web sur la VM Zabbix Agent (172.31.19.55) 

Sur la VM Zabbix Agent (172.31.19.55). 

Installation Apache 

sudo apt update 
sudo apt install apache2 –y 
 



sudo systemctl status apache2 

 

 

Installer l’agent Zabbix  



 

Configurer l’agent Zabbix 

sudo nano /etc/zabbix/zabbix_agentd.conf 

Server=172.31.19.54 ServerActive=172.31.19.54 Hostname=172.31.19.55 

Et on ajoute AllowRoot=1 pour permettre la supervision du serveur web 

 

 

sudo systemctl restart zabbix-agent 



Vérifie que le port est bien écouté 

Vérifier que Zabbix supporte le Web Monitoring 

Je crée l’hote pour la vm agent_zabbix 

 

  

Dans Configuration → Hôtes, on trouve mon serveur cible (ex: RT-win2016) et on 
clique sur Web dans la ligne correspondante. 



Puis sur Créer un scénario Web 

 

 



 

curl depuis la VM Zabbix pour tester 

 

On clique sur rt-vm test apache qu’on vient de crée :  

 

 

 

 

Quelles informations sont remontées dans l'interface ? 



Dans l'interface Zabbix → Supervision Web, plusieurs types d'informations sont 
remontées pour un Scénario Web. Voici quelques données qu’on a observé observer : 

 

1. Vitesse de téléchargement :  

(Download speed for step "Test Apache") 

Dernière valeur mesurée : 218.83 KBps 

 Valeur minimale : 175.66 KBps 

Valeur moyenne : 220.34 KBps 

Valeur maximale : 259.15 KBps 

Interprétation : 

• La vitesse de téléchargement fluctue mais reste relativement stable entre 175 
KBps et 259 KBps. 

• Il y a des légères variations, notamment une augmentation vers 10:34 - 10:35 et 
une baisse après 10:36. 

• Si le serveur était surchargé ou instable, on aurait vu une forte baisse de débit. 

État actuel : Performances acceptables, pas d’alerte critique. 

 

 

2. Temps de Réponse 



(Response time for step "Test Apache") 

Dernière valeur mesurée : 13.93 ms 

Valeur minimale : 11.76 ms 

Valeur moyenne : 14.12 ms 

Valeur maximale : 17.35 ms 

Interprétation : 

• Le temps de réponse varie légèrement entre 11.76 ms et 17.35 ms. 
• Il y a une petite hausse autour de 10:34 - 10:35, puis une stabilisation. 
• Un temps de réponse inférieur à 20 ms est bon pour un serveur local ou un 

intranet. 
• Si la latence dépasse 100 ms, cela pourrait signaler un problème de surcharge. 

État actuel : Pas d’anomalie, temps de réponse correct. 

 

Le serveur Apache sur 172.31.19.55 (VM Agent) fonctionne bien, sans ralentissement 
majeur. 

Pas d’indication d’instabilité réseau ou surcharge serveur. 

Les variations sont normales et restent dans des marges acceptables. 

 

Superviser le switch Cisco 

Trois étapes principales sont nécessaires : 

1. Installation de Zabbix et du client SNMP 
2. Configuration du SNMP sur le Switch Cisco 
3. Ajout et Configuration du Switch dans Zabbix 



 

 

 

 

 

 

 

 

Installation de Zabbix et du Client SNMP 

 

Sur notre serveur Zabbix (172.31.19.54) :  

sudo apt update 
sudo apt install snmp snmp-mibs-downloader -y 



 

Active le téléchargement des MIBs Cisco on commente la ligne #mibs avec : 

sudo gedit /etc/snmp/snmp.conf 

sudo systemctl restart snmpd 

 

 

 

 

Superviser le switch Cisco 

Configurer une IP sur une interface VLAN 

Les switchs Cisco L2 (non routeurs) n'ont pas d'adresse IP sur les ports physiques, 
mais sur une interface VLAN. Par défaut, l'interface VLAN 1 est utilisée. 



interface vlan 1 
ip address 172.31.19.1  255.255.240.0 
no shutdown 
exit 

 

Activer le protocole SNMP 

Si ce n'est pas encore fait, active SNMP sur le switch pour la supervision : 

snmp-server community public RO 
exit 
write memory 

 

Activer SSH sur le switch : 

enable 
configure terminal 
hostname MySwitch 
ip domain-name mynetwork.local 
crypto key generate rsa 

 

Créer un utilisateur pour la connexion SSH 



username admin privilege 15 secret progtr00 

 

Configuration de l'adresse IP sur ton switch Cisco et connexion SSH : 

Attribuer une adresse IP au switch (sur VLAN 1) :  

interface vlan 1 
ip address 172.31.19.1 255.255.255.0 
no shutdown 
exit 

 

Configuration du SNMP sur le Switch Cisco : 

enable 
configure terminal 
snmp-server community MyCommunity RO 
exit 
write memory 



 

Test depuis le serveur Zabbix : 

Vérification de la configuration 

Tu peux afficher l'adresse IP attribuée avec : 

show ip interface brief 

 

 

 

 
 
Vérification la communication SNMP 
snmpwalk -v2c -c MyCommunity 172.31.19.1 1.3.6.1.2.1.1.1 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ajout de l'interface de supervision de notre switch  



 

 

 

 

 

 

 

 

Quelles informations sont remontées dans l'interface ? 

Zabbix commencera à collecter des données du switch Cisco. Voici les principales 
informations remontées dans l’interface Zabbix :  

 



Analyse du graphique : Cisco I/O Memory Utilization 

Informations clés affichées : 

Utilisation actuelle de la mémoire I/O : 

  56.5179% 

Historique des valeurs : 

a. Valeur minimale enregistrée : 56.179% 
b. Valeur moyenne : 56.179% 
c. Valeur maximale : 56.5179% 

Seuil d'alerte défini dans Zabbix : 

d. Un déclencheur est configuré pour une alerte si l’utilisation dépasse 90% 
e. Actuellement, il n’y a pas de dépassement, donc pas d’alerte active. 

 

 

 

 

 

 

 

Interprétation des résultats : 

Situation normale  

L'utilisation de la mémoire I/O du switch est stable autour de 56%, ce qui est une 
valeur acceptable pour un équipement réseau Cisco. 

 



Analyse du graphique : Cisco Processor Memory Utilization 

 

Informations clés affichées : 

1. Utilisation actuelle de la mémoire processeur : 

  18.7208% 

Historique des valeurs : 

a. Valeur minimale enregistrée : 18.7208% 
b. Valeur moyenne : 18.7208% 
c. Valeur maximale : 18.7208% 

Seuil d'alerte défini dans Zabbix : 

d. Une alerte est configurée si l’utilisation dépasse 90% 
e. Actuellement, il n’y a pas de dépassement, donc pas d’alerte active. 

 Interprétation des résultats : 

Situation normale  

L'utilisation de la mémoire processeur du switch est faible et stable à environ 18.72%, 
ce qui est un bon signe pour un équipement réseau Cisco. 
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